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1. ABSTRACT

In this paper a methodology for digital image forgery detection by means of an unconventional use of image
quality assessment is addressed. In particular, the presence of differences in quality degradations impairing
the images is adopted to reveal the mixture of different source patches. The ratio behind this work is in
the hypothesis that any image may be affected by artifacts, visible or not, caused by the processing steps:
acquisition (i.e., lens distortion, acquisition sensors imperfections, analog to digital conversion, single sensor to
color pattern interpolation), processing (i.e., quantization, storing, jpeg compression, sharpening, deblurring,
enhancement), and rendering (i.e., image decoding, color/size adjustment). These defects are generally spatially
localized and their strength strictly depends on the content. For these reasons they can be considered as a
fingerprint of each digital image. The proposed approach relies on a combination of image quality assessment
systems. The adopted no-reference metric does not require any information about the original image, thus
allowing an efficient and stand-alone blind system for image forgery detection. The experimental results show
the effectiveness of the proposed scheme.

2. INTRODUCTION

Image splicing is an image forgery mechanism realized by cutting and pasting portions of some images into
another one. Nowadays this operation is a simple task due the spreading of easy-to-use and freely available soft-
ware. Post-processing is usually not required for melting regions belonging to different sources and if accurately
performed it is almost impossible to visually detect the different zones. In this context authenticity verification
is a challenging problem especially if auxiliary information is not provided to the verification system.
Digital image forensics techniques may help in the identification of regions that have been altered and manip-
ulated. The available image forgery techniques can be divided into active and passive ones according to the
presence of extra information.
Active system are base on watermarking methodologies1–4 for tampering detection. They are based on the
insertion of some features extracted from the image into the image itself. During the authentication control,
the detection of modification in the hidden data can be used for assessing modification of the original image.
The drawback of watermarking based methods is in the required cooperation of the image content creation
system for the extra information embedding. Therefore active approaches are difficult to be effective due to
the amount of digital data already available on the Internet.
Passive approaches do not require extra information and they can be considered blind with respect to the
original image. These approaches rely on the extraction of some features from the image under test and, based
on pre-defined rule or statistical thresholds, make a decision.
Several techniques for forensic detection have been proposed so far. However, due to the problem complexity,
the available methods are effective in detecting specific image manipulations. A methodology for detecting any
image modification is still to be achieved. The best solutions at the moment is to combine many tools in order
to mix different approaches for revealing the presence of forgeries. Inconsistencies in light conditions are used
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in5,6 as evidence of tampering. Briefly, the lighting environment is modeled with a nine dimensional model
consisting of a linear combination of spherical harmonics. The parameters are extracted from a (2D and 3D)
model of a persons face and head.
The detection of contrast enhancement and histogram equalization processes are used in7 , the differences in
camera response function have been investigated in8,9 , and phase congruency in the under test image is adopted
in10 . Other approaches are based on non uniformity in image pixel correlation and image edge statistics11 , or
sharpening and blurring modification detection as in12,13 . A different solution is proposed in14 in which the
authors present a method for matching the fingerprint of the camera that has taken a shot to a set of camera
fingerprints stored in a database.
In this paper, the forgery of digital images performed by means of image splicing is detected by analyzing the
scores of image quality metrics. The rest of the paper is organized as follows. In Section 3 a brief overview of
typical image artifacts and of the metrics adopted for their impact evaluation is performed. In Section 3.1 the
key elements of the selected quality metrics and the use of such indicators in the proposed method is presented.
Section 3.2 describes the technique that has been used for the localization of the area suspected of tampering.
In Section 4 the experimental results validating the system are reported and, finally, in Section 5 concluding
remarks and future work are presented.

3. IMAGE QUALITY ASSESSMENT

The proposed method is based on the analysis of the characteristics of tampered digital images obtained by cut-
and-paste procedures. In particular, the method aims at revealing the different impairment fingerprints, caused
by the acquisition process, the color interpolation system, and the performed processing (i.e., quantization,
storing, compression).
Many studies have been performed for understanding and classifying the introduced artifacts and for evaluating
their impact on the original signal and on the final user. Blocking, ringing, and blurriness are probably the
most perceivable ones. In the following a brief overview of these artifacts is reported:

• blockiness distortion (also known as blocking) is a distortion of the image characterized by the appearance
of the underlying block encoding structure. Blockiness is often caused by coarse quantization of the spatial
frequency components during the encoding process;

• ringing distortions are artifacts that appear as spurious signals (rings) near sharp transitions of the image.
Visually, they appear as ”rings” near the edges;

• blurriness is defined as a spatial details loss and a reduction in the sharpness of edges in moderate to
high frequency regions of the image such as in roughly textured areas or around scene objects.

The quantitative evaluation of each artifact is not an easy task. Several metrics have been designed to this
aim. An overall solution is still far to be reached since often more that one artifact is present in the image,
the intensity is not uniform in the image area, and the methodology for performing the measurements is still
an open issue. All the objective image quality assessment metrics can be classified according to the amount of
original information needed during the quality evaluation.

• Full-Reference (FR) methods15,16 require the access to the reference image, that is assumed to have
perfect quality. In practice, FR methods may not be applicable since very often the original image is not
available.

• Reduced-Reference (RR) quality metrics17,18 exploit partial information about the original image. How-
ever they require a cooperation between the image originator and the content .

• No-Reference metrics (NR) do not require any side information regarding the original media. For this
reason, this class of metrics is the most promising in the context of broadcast scenario, since the original
images is not available to end users. Designing effective NR metrics is a big challenge. Although human
observers can usually assess the quality of an image without using the reference, creating a metric im-
plementing such a task is difficult and, most frequently, results in a loss of performance in comparison



to the FR approach. Most of the proposed NR metrics estimate annoyance by detecting and estimating
the strength of commonly found artifact signals. Among them, the metrics by Wu et al. and Wang et al.
estimate quality based on blockiness measurements19,20 , while the metric by Caviedes et al. takes into
account measurements of five types of artifacts21 .

In the field of forensics forgery detection, FR metrics are not useful since they require the availability of the
original image. In this case, a bitwise comparison is sufficient for creating the map of image alterations. Even
RR metrics are of difficult applicability in this field. In fact those metrics require a preliminary agreement
with the content creator for measuring and attaching the required features to the content; furthermore those
features should be resilient to any change in data format, transcoding, etc.. The most viable solution to our
goal is the use of NR metrics.

3.1 Proposed method

In the designed system a blind evaluation of local presence of each artifact is performed by using state of the
art blind quality assessment methods, and finally to highlight the area of possible forgery, a features fusion
approach has been proposed. In this work, we adopt a no-reference quality metric designed by Wang et al. in22

that considers three important artifacts in the quality assessment. Based on the results achievable with this
method, in our system the three features (F ), Blocking (B), Activity (A) and Zero-Crossing (Z), have been
used to authenticate digital images based on the evidence that a tampered image presents inconsistencies in
image quality evaluation. More in detail, blurring is mainly due to the loss of high frequency DCT coefficients,
while the blocking effect occurs due to the discontinuity at block boundaries, caused by the block-based quan-
tization performed in the JPEG compression standard. The first part of the metric is based on the blocking
estimation evaluated as the average differences across block boundaries. Other artifacts are taken into account
by considering the reduction of the activity of the signal. The activity is evaluated using two factors: the
average absolute difference between in-block image samples and the zero-crossing rate. In the following the
basics behind the artifact estimation systems are reported for purpose of clarity.

The Blocking (B) in an image x of size [M,N] is accounted as the average differences across the boundaries
of blocks of size 8× 8 as:
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where Bh is the blocking feature computed on blocks of size 8 × 8, dh is obtained by differencing the signal
along each horizontal line:

dh(m,n) = x(m,n + 1)− x(m,n), n ∈ [1, N − 1], m ∈ [1,M − 1] (2)

As previously mentioned, blurring is mainly due to the loss of high frequency DCT coefficients, while the
blocking effect occurs due to the discontinuity at block boundaries, caused by the block-based quantization
performed in the JPEG compression standard.

Other artifacts are taken into account by considering the reduction of the activity of the signal. The
activity is evaluated using two factors: the average absolute difference between in-block image samples and the
Zero-Crossing (Z) rate:
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where Ah is the activity feature computed on blocks of size 8×8. Finally the Zero Crossing is evaluated as:
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where where Zh is the zero crossing feature computed on blocks of size 8× 8, and

zh (m,n) =
{

1 horizontal Z at dh (m,n)
0 otherwise

(5)

Prior to feature extraction the original color image is represented in the Y CbCr color space. This color
space can be obtained by the RGB components as follows:

Y = 16 + (65.481 ·R′ + 128.553 ·G′ + 0.114 ·B′)
Cb = 128 + (−37.797 ·R′ − 74.203 ·G′ + 112 ·B′)
Cr = 128 + (112 ·R′ − 93.786 ·G′ − 18.214 ·B′)

(6)

The features are extracted for every color component of the Y CbCr image representation and then they are
combined according to the following procedure:

1. the features obtained are first normalized in the range [0,1] and then linearly combined:

Sum =
Cr∑

i=Y

Bi + Ai + Zi where i = Y,Cb, Cr; (7)

2. in order to better exploit the information retrieved from the features, the correlation, cj with j = 1, .., 9,
between each metric and Sum is computed

3. the correlation values that have been obtained are used as weights in a new linear combination Sumweighted:

Sumweighted =
9∑

j=1

cjFj ; (8)

where Fj are the extracted features.

This procedure is performed to create a first localization map for identifying areas of possible tampering.

(a) (b)

Figure 1. Tampered image (a) and the corresponding first combination map (b).

3.2 Localization of suspected areas
In order to refine the map obtained after filtering, a post-processing is applied to the map.

To this aim, all the elements in the first combination map are classified in two groups: G1, containing the
information relative to the areas identified as non modified, and G2 that contains the information on the areas
recognized as tampered. In order to perform this grouping, each pixel in the first localization map is compared
to a predefined threshold, T, as described in the following:
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Figure 2. Y Cb Cr components of the Activity map of Figure 1, Y Cb Cr components of the Blocking map of Figure 1,
and Y Cb Cr components of the Zero-Crossing map of Figure 1.

1. an initial estimate for T is selected. This value is set as the average grey level of the image;

2. the threshold is used to group the values in the map, M, in G1 and G2, according to their position (i, j)
{

G1 if M (i, j) > T
G2 if M (i, j) < T

(9)

3. compute the average grey level values µ1 and µ2 for the pixels in regions G1 and G2

4. update the threshold value as:

T =
µ1 + µ2

2
(10)

5. steps 2 through 4 are repeated until the variation of T, ∆T , in two successive iterations is smaller than
a predefined parameter T0.

When G1 and G2 are found, an edge detector is applied to the global threshold computation in order to
emphasize the areas labeled as tampered in the final combination map (as shown in Figure 3).



Figure 3. Block diagram of the proposed scheme.

4. EXPERIMENTAL RESULTS

To verify the effectiveness of the proposed method, it has been tested on two image tampered databases:

1. Database 1: it has been created by inserting cartoons in 26 color images by using Adobe Photoshop and
Corel PaintShop Pro. The size of the images in this database ranges from 757× 568 to 1152× 768 pixels;

2. Database 2: Columbia Uncompressed Image Splicing Detection Evaluation Dataset∗. This database
contains 183 original images, and 180 spliced ones. The image sizes range from 757× 568 to 1152× 768
pixels and are uncompressed, in either TIFF or BMP formats. The spliced images are created using the
original images, without any post-processing.

Figure 2 shows the Activity, Blocking, and Zero-Crossing indicators obtained from the analysis of the three
color components Y, Cb, and Cr. As can be noticed, the presence of each artifact is detected with different
intensity in each image component. Moreover, different metrics highlight the presence of artifacts in different
areas of the image. To obtain an overall information of the possibly tampered areas, an optimization process
has to be performed for combining the collected information. Figure 4 shows the results obtained for an image
extracted from Database 2. Also in this case the tampered area is localized.

(a) (b)

Figure 4. Tampered image (a) and area detected as tampered (b).

Another example for an image taken from Database 2 is presented in Figure 6. The tampered area is identi-
fied with a red border. The experimental results, performed on the 2 databases, demonstrate the effectiveness
of the proposed idea. The detection of the tampered area is successful in most of the tested images. This
proves that image quality can be used for the detection of tampered areas. The fusion of information gathered
by no-reference quality metrics can be useful in the forensics field to detect image anomalies. The accuracy
in determining the borders of the tampered portions in the image can be limited by the presence of similar
artifacts in the surrounding area. As can be noticed in Figure 7 (b), the final combination map presents high

∗http://www.ee.columbia.edu/ln/dvmm/downloads/authsplcuncmp/



(a) (b) (c)

Figure 5. Activity map (a), Blocking map (b), and Zero-Crossing map (c).

values in positions corresponding to the two added cartoons. However, similar values are also in the left back
part of the car. To further verify the effectiveness of the system, we tested for tampering a set of non tampered
images. Even if distortions were detected by single metrics, the tampering indicator values resulting after the
fusion step were below the alarm threshold.

(a) (b)

Figure 6. Tampered image (a) and area detected as tampered (b).

(a) (b)

Figure 7. Tampered image (a) and final combination map (b).

5. CONCLUDING REMARKS

In this contribution we have demonstrated that the use of no-reference quality metrics can be adopted for
recognizing tampered area in digital images. This method can be considered as a preliminary tool for incon-
sistencies evaluation. The proposed system is built on a combination of image quality degradation assessment
systems. The adopted no-reference metric does not require any information about the original image, thus
allowing an efficient and blind system for image forgery detection. The experimental results demonstrate the



effectiveness of the proposed scheme. The analysis of the achieved results show a strong interaction between the
performances of the selected quality metrics and the tampered area localization. Based on these considerations,
work in progress is devoted to extending the considered artifacts by selecting a larger number of state of the
art quality metrics. Furthermore, in order to improve the localization of tampered areas, we are focusing our
efforts in the optimization of the fusion block.
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